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D t & V i blData & Variables

2

Types of DataTypes of Data

QUALITATIVEQUALITATIVE

Data expressed by typeData expressed by type

Data that has been describedData that has been describedData that has been describedData that has been described

QUANTITATIVEQUANTITATIVEQUANTITATIVEQUANTITATIVE

Data classified by numeric valueData classified by numeric value

Data that has been measured or countedData that has been measured or counted

QUALITATIVE and QUANTITATIVE data are not mutually exclusiveQUALITATIVE and QUANTITATIVE data are not mutually exclusive

Adapted from: Dr. Craig Jackson,Adapted from: Dr. Craig Jackson, University of Central England

Types of Data: Qualitative (Categorical) DataTypes of Data: Qualitative (Categorical) Data

NOMINAL DATANOMINAL DATA
•• values that the data may have do not have specific ordervalues that the data may have do not have specific ordervalues that the data may have do not have specific ordervalues that the data may have do not have specific order
•• values act as labels with no real meaningvalues act as labels with no real meaning
• Binomial:      two possible values (categories, states)
• Multinomial: more than two possible values (categories, states)
e.g.   Health statuse.g.   Health status healthy =healthy =11 sick=sick=22
e g    Treatmente g    Treatment new regimen = new regimen = 11 standard regimen = standard regimen = 22e.g.   Treatmente.g.   Treatment new regimen  new regimen  11 standard regimen  standard regimen  22
e.g.   hair coloure.g.   hair colour brown =brown =11 blond =blond =22 black =black =100100

ORDINAL DATAORDINAL DATA
•• values with some kind of ordering values with some kind of ordering 

data that has been measured or counteddata that has been measured or counted•• data that has been measured or counteddata that has been measured or counted
e.g. social class:e.g. social class: upper=upper=11 middle = middle = 22 working = working = 33
e.g. glioblastoma tumor grade:e.g. glioblastoma tumor grade: 11 22 33 44 55g g gg g g
e.g. position in a race:e.g. position in a race: 1 1 stst 2 2 ndnd 3 3 rdrd

Adapted from: Dr. Craig Jackson,Adapted from: Dr. Craig Jackson, University of Central England



Types of Data: Quantitative DataTypes of Data: Quantitative Data

DISCRETEDISCRETE
•• distinctdistinct oror separateseparate parts,parts, withwith nono finitefinite detaildetaildistinctdistinct oror separateseparate parts,parts, withwith nono finitefinite detaildetail
ee..gg childrenchildren inin familyfamily

CONTINUOUSCONTINUOUSCONTINUOUSCONTINUOUS
•• betweenbetween anyany twotwo values,values, therethere wouldwould bebe aa thirdthird
ee..gg betweenbetween metersmeters therethere areare centimetrescentimetres

INTERVALINTERVALINTERVALINTERVAL
•• equalequal intervalsintervals betweenbetween valuesvalues andand anan arbitraryarbitrary zerozero onon thethe scalescale
ee..gg temperaturetemperature gradientgradient

RATIORATIO
•• equalequal intervalsintervals betweenbetween valuesvalues andand anan absoluteabsolute zerozeroqq
ee..gg bodybody massmass indexindex

Adapted from: Dr. Craig Jackson,Adapted from: Dr. Craig Jackson, University of Central England
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1              2
3
4 Nominal/Cat. Var

1      2        3        4

1 
22
3
4

6
88
99

Ordinal/Cat. Var

Examples of Data Coding

1  2 99

7

Example of Descriptive Statistics
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Constant vs. Variable

Variables are the specific 
ti  th t h  th  properties that have the 

ability to take different 
valuesvalues.

C t t  th  ifi  Constants are the specific 
properties that cannot vary 
or won’t be made to varyor won t be made to vary.
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Terminology Terminology -- VariablesVariables

INDEPENDENTINDEPENDENT
(syn: treatment experimental predictor input exposure explanatory(syn: treatment, experimental, predictor, input, exposure, explanatory 
variable) is a stimulus or activity that is identified or manipulated to 
predict the dependent variable; they are considered as the causal factors, or p p ; y ,
that you may manipulate.
e.g.  new drug, working hours, exposure, worker attitudes, policiese.g.  new drug, working hours, exposure, worker attitudes, policies

DEPENDENTDEPENDENT
(syn: Effect, criterion, criterion measure, outcome, output variable) is a 
response that the researcher wanted to predict; they are considered as the 
outcomes of the treatments or the responses to changes in the independentoutcomes of the treatments or the responses to changes in the independent 
variables. 
e.g. Symptomotology, productivity, accident rates, attitudes, health status, e.g. Symptomotology, productivity, accident rates, attitudes, health status, g y p gy, p y, , , ,g y p gy, p y, , , ,
performance on neuropsychological testperformance on neuropsychological test

Adapted from: Dr. Craig Jackson,Adapted from: Dr. Craig Jackson, University of Central England

Terminology Terminology -- VariablesVariables

EXTRANEOUSEXTRANEOUS
Extraneous variable is a variable that has a potential to distorts theExtraneous variable is a variable that has a potential to distorts the 
relationship between dependent and independent variables. 

• Controlled extraneous variables are recognized before the study 
is initiated and are controlled in the design and selection criteria.

• Uncontrolled extraneous variables are recognized before the 
study is initiated or, sometimes, even if recognized cannot bestudy is initiated or, sometimes, even if recognized cannot be 
controlled in the design and selection phase. Usually an attempt is 
made to assess and adjust them through sophisticated statistical
tools. 
e.g., Working hours, temperatures, extraneous exposure, diet, class, income, e.g., Working hours, temperatures, extraneous exposure, diet, class, income, 
A bi t i  d t t  i  t ti  A bi t i  d t t  i  t ti  Ambient noise and temperature in testing roomAmbient noise and temperature in testing room

Adapted from: Dr. Craig Jackson,Adapted from: Dr. Craig Jackson, University of Central England

Study Variables

Independent Variables & Dependent variablesIndependent Variables & Dependent variables

X       Y X (independent)       Y (dependent)

Extraneous variable

X (independent)       Y (dependent)X (independent)          Y (dependent)

X2 (independent)
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Study Variables
Confounding Variable
- When the effects of two or more variables cannot be separated.
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Study Variables
C f di  V i blConfounding Variable
- When the effects of two or more variables cannot be separated. 

S T D  ra te
Y e s 5 5 /9 5 (6 1 % )C o n d o m

U s e N o 4 5 /1 0 5 ( 4 3 % )( )
“Condom Use increases the risk of STD”

BUT ...
S T D  r a te

#  P a r t n e r s  <  5
Y e s 5 /1 5 ( 3 3 % )C o n d o m

U s e N o 3 0 /8 2 ( 3 7 % )

#  P a r t n e r s  >  5
Y e s 5 0 /8 0 ( 6 2 % )C o n d o m

U s e N o 1 5 /2 3 ( 6 5 % )

Explanation: Individuals with more partners are more likely to use 

U s e N o 1 5 /2 3 ( 6 5 % )

14
condoms. But individuals with more partners are also more likely to 
get STD.

Bias & ChanceBias & Chance
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Measuring Outcomes: 
Observed vs. Truth

     Possible Explanations of Outcome Measured

Bias Chance TruthBias Chance Truth

        Observed   =   Truth    +     Error

           Systematic error + Random error
     (Bias)     (Chance)

16



Bias vs. Chance
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Bias vs.Chance 
Bias:

A t t f• A process at any stage of 
inference tending to produce 
results that depart systematicallyresults that depart systematically 
from the true values.

Chance:Chance:
• The divergence of an 
observation on a sample from the p
true population value in either 
direction.
• The divergence due to chance 
alone is called  random variation

18Bias and chance- are not mutually exclusive.

Bias vs.Chance

“A well designed, carefully executed study usually gives 
results that are obvious without a formal analysis and if 
there are substantial flaws in design or execution a formal 

l i ill t h l ”
19

analysis will not help.”
             Johnson AF.  Beneath the technological fix.  J Chron Dis 1985 (38), 957-961
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Normal Distribution
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Normal Distribution in Descriptive Statistics

20   25   30   35   40

X = 30;
SD = 5

23

SD  5

TypesTypes 
ofo

Statistical Methods
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Types of Statistics

• By Level of Generalization
i i i i– Descriptive Statistics

– Inferential Statistics
• Parameter Estimation
• Hypothesis Testing

– Comparison
– Association Sampling 

Techniques
Generalization/
Inferential Statistics

– Multivariable data analysis

• By Level of Underlying Distribution
– Parametric Statistics

25
– Non-parametric Statistics

Descriptive Statisticsp
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Descriptive Statistics

• Measure of Location (Categorical Vars)Measure of Location (Categorical Vars)
– Frequency ( f )

nt
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Male

Female

• Measure of Location (Continuous Vars)
Gender

MaleFemale

Co
un

210

– Mean
Average

x
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i
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– Median
Mid-point X X X X X X X X

x
n

    
N

– Mode

Mid point X1 X2 X3 X4 X5 X6 X7 X8 
X9

X X X X X X X X X
27

The Most Frequent X1 X2 X3 X4 X5 X6 X7 X8 X9

( 1  2   2   2   2 3  3   4  5)

Descriptive Statistics

• Measure of Spread
Range– Range

Max - Min
– Standard Deviation / Variance
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Descriptive Statistics

• Measure of Shape
– Normal Distribution

– Skewed Distribution
• Positively skewed Negatively skewed

29

Inferential Statistics
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Inferential Statistics

• Purpose of Inferential Statistics
– Generalisabiliy of research results from Sample Statistics 

to Population Parameters
• Types of Inferential Statistical Methods

– Parameter Estimation - to estimate the range of values that is likely 

X 
to include the true value in population

proportion  
– Hypothesis Testing - to ask whether an effect (difference) is present or 

Ho: X1 = X2 Ho: 1 = 2

not among different groups

31

1 2 1 2

Ho: rxy = 0 Ho:  xy = 0

Parameter EstimationParameter Estimation

32



Sampling DistributionSampling Distributionp gp g

=26 =30 =25

= 27
SD = 9.1                   SD = 11.3                SD  = 12.2

= 27

33xx11 xx22 xx33

Sampling Distribution (Normal Distribution) Sampling Distribution (Normal Distribution) 
in Parameter (in Parameter (μ) EstimationEstimationin Parameter  (in Parameter  (μ) EstimationEstimation

Confidence Limits of   :  X ± ZSX

95% CI of  : X  (1 96 * (SD/√n))
Standard error

n = 10095% CI of    :  X  (1.96 * (SD/√n))
± (1.96 * (12.2/√100))

μ = 25 (22.6 to 27.4, 95% CI)μ ( , )

=26 =30 =25

= 27
SD = 9.1                   SD = 11.3                SD  = 12.2

N 10 000= 27 N = 10,000
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Parameter Estimation
Point Estimates: 
Single values (Mean, Variance, g ( , ,
Correlation, treatment effect, 
relative risk, etc.) representing 
h t i ti i th h lcharacteristics in the whole 

population

Interval Estimates: 
Ranges of values, usually 

SD = 0.75
g , y

centered around point estimates, 
indicating bounds within which 
we expect the true values for thewe expect the true values for the 
whole population to lie (stability 
of the estimate)

Average:  2.5 - 4.7

35Example  Confidence Limits of   : X Z S X     / ,2

Parameter Estimation
Point estimates & Confidence IntervalsPoint estimates & Confidence Intervals

Point estimates and confidence intervals are used to characterise 
th t ti ti l i i f t (i id l )the statistical precision of any rate (incidence, prevalence), 
comparisons of rates (e.g., relative risk), and other statistics.  

• US adults have used unconventional therapy  =  34%             
(31% - 37%, 95%CI)

• Sensitivity of clinical examination of splenomegaly  =  27%     
(19 36% 95%CI)(19 - 36%, 95%CI)

•Relative risk of lung cancer of smoker vs. non-smoker = 5.6    
(2.1 - 8.9, 95%CI)

•Relati e risk of HIV infected of male s female 2 1
36

•Relative risk of HIV infected of male vs. female = 2.1              
(0.5 - 6.9, 95%CI)



Parameter Estimation

Consideration in confidence level of the estimate

Select a cut-point for CI 95% CI 
(from Sample 2)

95% CI 
(from Sample 3)

Confidence Interval, usually 
set at 95% CI, can be 
interpreted such that          if 95% CI interpreted such that -          if 
the study is unbiased and 
repeated 100 times, there is

(from Sample 1)

repeated 100 times, there is 
95% chance that the true 
value is included in these 
intervals of the 100 samples

True Value
37

True Value 
(in population)

Hypothesis Testing - Comparisonsypo es s es g Co pa so s
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Hypothesis Testing

• Hypothesis & Tail of the test
– One-sided vs. Two-sided Test

Two-sided test:
Ex Ho:   Outcome 1   =   Outcome 2

O1<O2 |   O1=O2   | O1>O2
     2.5% 95%          2.5%

Ha:   Outcome 1       Outcome 2
One-sided test:

 Ex  Ho:   Outcome 1     Outcome 2
Ha: Outcome1 > Outcome2

O1<O2 |   O1 >= O2
% 9 %Ha:   Outcome 1  >  Outcome 2

Ho:   Outcome 1     Outcome 2
     5%  95%

39
Ha:   Outcome 1  <  Outcome 2

Hypothesis Testing

•  Basic steps in hypothesis testing

40



Hypothesis Testing

Not Reject Ho !!Ho:  
Ho:      
Ho:   
Ha:    
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Hypothesis Testing

Ho:    
Ha:   

Reject Ho !!
Ha:      
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Hypothesis Testing

at 0.05
Reject H0 !!

H0:    
H  Reject H0 !!

 
Ha:     

at 0.01
Not Reject H0 !!

 
given n = very large 

2 = 0.005 2 = 0.005
p-value = 0.04

- 2.576  2.576
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Hypothesis Testingyp g

• Type I & Type II errorsType I & Type II errors
H0: G1 = G2 Reality/Truth

H0 True (G1=G2) H0 False (G1<>G2)

Accept H0

(G1=G2)
Correct Type II Error

Confidence : 1 -  

R j t H

Decision
Confidence : 1 - 

0.99, 0.95 0.10, 0.20A     B 
C D



Reject H0

(G1<>G2)
Correct Type I Error

Power :  1 - 
C    D
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0.01, 0.05 0.90, 0.80



The End ofThe End of 
Inferential Statistics
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